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1. Synchronous Replication for InnoDB

Schooner SQL employs a unique approach to deeply integrate parallel synchronous replication
into InnoDB. SchoonerSQL synchronous replication handles clusters of up to eight nodes linked
by a LAN or MAN, and guarantees no data loss, no slave lag, and no stale data.

MySQL clusters are usually organized in a Master / Slave configuration (most often with multiple
Slaves). The term “Slave” is used in MySQL because the Slave servers have to perform every
task in copying from the Master binlog, and then update their relay logs and commit to the Slave
copies of the database. The Master plays no role in replication other than storing the replication
events in the binlog.

There is no concept of a “Slave” in the same sense in a synchronous Schooner cluster. It's more
accurate in SchoonerSQL to refer to a "Read Master" instead of a Slave, because Schooner’s
multi-threaded synchronous replication architecture ensures that the Master and all Read
Masters in a synchronous cluster are always consistent. Synchronization is done using a push
mechanism coupled with faster processing of multiple parallel threads applying the replication
events on Read Masters.

Schooner's approach provides several important advantages:

e Zero Data Loss
¢ Guaranteed Data Consistency across all nodes
¢ No Stale Data

e Zero Lag
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Figure 1: SchoonerSQL Synchronous Figure 2: 4-Node Synchronous Cluster
Replication Architecture
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2. Auto Failover Inside a Synchronous Group/Cluster

SchoonerSQL has a proprietary Virtual Internet Protocol (VIP) management mechanism to
gracefully and efficiently handle auto failover scenarios. If the Master node fails, the VIP
management immediately promotes one of the Read Master nodes in a cluster to become the
new Master node. There is never any stale data, data loss, or update lag because
SchoonerSQL ensures that every node in the synchronous cluster is always consistent.

Only one instance in the group acts as a Master, receiving writes and reads. The other

instances act as Read Masters and accept only read requests. This is easily done through a
web-based Administrative GUI.
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detects failure migrates VIP Service is up

Figure 3: Integrated VIP Failover Solution

The diagram above illustrates that if a Master fails, the VIP management automatically migrates
Write+Read VIPs to one of the other nodes, which then acts as the new Master. The other
nodes in the cluster join this new Master and are then always in sync. The entire operation
happens within seconds, providing users with 99.999% availability.

A failed instance automatically restarts, and undergoes a recovery process where it copies the
database contents from one of the other instances inside the synchronous group. Once it is in
sync with rest of the nodes, this fully recovered instance is added to the group. Schooner SQL
immediately assigns VIPs to this instance so that it can service client requests. The entire
process is transparent to the user while the instance continues servicing requests.
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3. Powerful, Easy-to-Use Web-Based Cluster Administration GUI

Schooner provides a robust, intuitive GUI that radically simplifies cluster administration. The
SchoonerSQL GUI includes:

Online provisioning of servers
Create/Start/Stop/Remove MySQL instances
Assignment of VIPs to Masters, Read Masters and Asynchronous Masters and Slaves
Creation of Synchronous and Asynchronous groups or clusters
Online migration and upgrades

Automatic failover and failback

Integrated online full and incremental hot backup

The GUI also provides monitoring and optimization statistics with extensive displays of resource
utilization that include:

®

®

®

[ ]

@ stop |65 Restart
Mode Metric

CPU 1.00%
RANM 4.00%
DISK 10.41%
10(Read) 0.00KB/s
10(Write) 123 97KBIs

Instance Metric

Group VIPTest
Role MASTER
Connection 87
Database Size 0.95M
CPU Usage 0.00%
Commitis 0.00
Selectis 0.03
Update/s. 0.00

Physical (cores, storage, network) and Logical (buffers, locks)
CPU, Disk, RAM usage

IO Read and Write kb/s

Bytes In & Out kb/s

Figure 4: Schooner Admin Cluster GUI |
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4. Asynchronous Parallel Appliers for WAN Replication

SchoonerSQL provides the fastest available asynchronous replication across a WAN. This
approach is similar to the approach taken in synchronous replication. The parallel threads apply
the replication events coming from the network so rapidly that the delay is very minimal.
Performance across a WAN is extremely high, with amazing throughput.

With Schooner’s parallel applier technology, the datacenter across a WAN receives the latest

updates with less lag and continues servicing load/requests without users experiencing any
performance degradation.
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F'EIFEI“E' ASYNC E g
Appliers SLAVES

5YNC MASTER

Read Pa;ter | Read Master
Read Master Read Master
\ Data Center #1 / Data Center #2

Figure 5: Parallel Appliers across WAN

As seen in the diagram above, the asynchronous Slave in data center #2 starts receiving fresh
updates/replication events and can better keep up with data center #1.

SchoonerSQL also provides ideal replication flexibility inside or outside of data centers.
Customers can have several synchronous clusters (up to eight nodes in one cluster) inside a
data center or deploy the same cluster across two data centers.
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5. Asynchronous Immediate Automatic WAN Failover

Complementing the parallel appliers for WAN replication, SchoonerSQL provides an auto-
failover mechanism across the WAN environment. This ensures that the service stays up and
running without interruptions.

In regular MySQL replication, if a Master node servicing write requests goes down, the user has
to manually promote one of the Slaves. This requires first executing all of the events in the relay
log, to bring the Slave being promoted up to date before failover can happen. This may take
minutes to complete and can result in unacceptably high service downtime.

In contrast, SchoonerSQL avoids such problems through immediate automated failover, literally
completing failover in seconds, minimizing service downtime. The next few figures describe two
cases where auto-failover can happen between two data centers.

Case 1: Failure of a Master servicing writes in Data Center #1

s 5 sﬂv
Synchronous T g&ll’&i gerr‘l ous
Cluster READSI Iwmn—:s IREADs

Master

Read Master

Read Master
Read Master Read Master
\ Data Center #1 / \ Data Center #2 /

Normal Operation
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Auto Failover happens inside DC1 & the new master handles writes. The
async slave from DC2 connects automatically to this newmasterin DC1.
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Case 2: Failure of Async Slave/Async Master servicing reads in DataCenter #1
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Auto failover occurs inside DC2 and the new async slave handles reads.
The async slave from DC2 connects automatically to the master in DC1.

In the two cases above, auto-failover is completed smoothly and the database can continue
servicing requests with no interruptions.
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6. Fast Sync Incremental Recovery

SchoonerSQL allows nodes to recover incrementally whenever possible, greatly speeding up
the recovery process and further reducing database downtime. Only missing transactions are
applied, rather than all data being copied. Fast synchronous recovery of a node not only applies
the transactions posted to the node before it went down but also the in-flight transactions that
happen during the recovery process. Schooner’s implementation ensures that the failed node
recovers fast and efficiently.

7. One-Click Online Provisioning of Servers and Instances

SchoonerSQL provides a highly robust GUI that enables users to:

¢ Instantly add/remove instances with a single click without service interruption
o Choose priorities for auto failover
e Set Master role
e Create replication group
o Set Write and Read VIPs
Creating a new Synchronous Group
Create Group: Name and Members ®
Group Name
MName: SchoonerHA

Please specify the group name here using the characters a-z, A-Z, 0-9, _ or -

Group Members

Flease selectthe master node (one and only one master) Please select the slave nodes
Name Version Host Status Name “ersion Host Status
@ mysqgldl 51.52-31.1.31 xen201lv0l schoonerinfotech.ne up mysgldl 515231131 xen201v02 schoonerinfotech.ne Ly
mysqldl 51.52-31.1.3]1 xenz01lv0Z.schoonerinfotech.ne mysgldl 51.5231.1.2¢ xen204v02 schoonerinfotech.ne Ly
mysqldl 515231128 xen204v02 schoonerinfotech.ne vy

Master Permanent

DESet master as permanent sothe instance could recover to master when it starns

MNext »
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Adding an Instance to a Synchronous Group

Independent Instances M

& cancel & Apply

Mame Wersion Host Staius
@ mysqgld1 5.1.52-3.1.350. xen201v02 schoonerinfotech.net up
(1 mysqld1 5.1.52-3.1.350. xen204v01 schoonerinfotech.net up
(1 mysqgld1 2.1.52-3.1.350. xen204v02 schoonerinfotech.net up

Flease select the master node (one and only one master)

Setting Master and Read Master Roles with Write and Read VIPs

SchoonersQL Group Configuration »
&) Add VIP € Remove VIP & Apply
P Mask Gateway Interface  Writable Master Option
F
'10.1.1.102 '255.255.0.0 '10.1.1.1 ethi read D Gt master 35 resable
10.1.1.101 255.255.00 10.1.1.1 tho d .
" rea [] Set master as donor instance
10.1.1.100 255.255.0.0 NONE ethi write

Replication Interface

Interface: ethl i

Admin Credentials
Username: admin
Password: —

[| Create this account when attach master
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8. One-Click Database Migration

The SchoonerSQL Cluster Admin GUI provides an easy way of migrating an instance from one
node to another within a synchronous cluster group: the One-Click Migrate button. Users can
select the source node and the target node for migration. One-Click database migration saves
significant time and effort for users, giving them more time to work on other priorities.

Schooner MySQL Migrate A
& Apply

Instance name:

From node:
Target node
NodeMame IP Mac Status
xen201v01 schoonerinfotech_net 10.1.201.1 00:16:3E:10:C9:01 Ip
xen201v02 schoonerinfotech_net 10.1.201.2 00:16:3E:10:C9:02 Ip
xen204v01.schoonerinfotech.net 10.1.204.1 Ol 16:3E:10:CC:01 Ip

9. Integrated Online Full and Incremental Hot Backup

SchoonerSQL gives users the flexibility to do both logical backup through “mysqldump” or “hot
backup” through an online backup tool. With hot backup, users are provided an option of “Full
Backup” or “Incremental Backup” at regular intervals (scheduled backup):

o Daily at a specific time
e Weekly or Monthly at a specific day and time
e Regular intervals in terms of hours, days or weeks
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Backup: Select Type *
Backup Type
SchoonerSQL Dump Backup
@ ¥trabackup (Hot backup)

@ Full backup
1 Incremental backup

Description

XtraBackup(full backup) is a hot backup utility for SchoonerSQL that doesn't
lock your database during the backup. It can back up data from InnoDB,
XtraDB, and MyISAM tables.

Next »

The hot backup tool provides full or Incremental backup with schedule options
as shown in the diagram below:

Full Backup: Task Name, Location, Schedule ®
Task Mame
Task Marme: Daily_Backup_0&_00
@ Local

Please specify yvour local directory for mysqgl backup:
Directory: Jschoonerfbackup/db1

Auto-Backup
@ Daily T Weekhy ~1 Monthhy 1 Spedific

Please specify the time for daily backup here.
Time: B:00 =

Rotation: 4

« Previous Finish »
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Online hot backup supports full database restore. This tool automatically
synchronizes the Read Master/Slave with its Master.

Restore

Task Name

Task Mame: Restore_10_26 11

Backup Directory

@ Local

Directory:
Description
Flease spedfy the directory which

contains the badwp files.Double didk
to select the xtrabadkup.

Select restore/ recovery

¥trabackup restore will automatically finish
four steps:

1.Apply log. 2.5top instance. 3.Copy back,
4, Auto connect to async master

(if yvou select the checkbox below).

Auto connect to async master

Credentials
Iser: root
Password: LTI T Y

! Remote

-

(& 2011-08-07_17:34:53_xtraba_..
Async
Master host: 10.1.204.1
Master port: 3306
User Mame: slave
Password: sanes
Log File: bin-log.0000357
Log Position: | 171191133

Finizh =
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10. Email-Based Alerts

SchoonerSQL sends email-based alerts that are useful in monitoring the overall database
cluster. These alerts contain name, date and time, severity, description and configurable
thresholds. The following alerts are supported:

Setting

Alert Setting

Alert Reciever :

Available Alert Types

Async Failover Alerts
Wirtual IP Alerts
Configuration Alerts

Ingtance status Alerts

Dizplay detail alerts
Instance READY
Instance DOWWN
Instance RECOWVERING

Instance created/deleted

Instance up/down

Instance attached/detached

Group created/removed

Recovery started with several phases
Async failover

VIP configuration

Alert Binding SMTP Setting Change Password

- & Apply

Selected Alert Types
Configuration Alerts

Ingtance status Alerts

Description
The instance is ready to accept reguests from clients.
The instance is down.

The instance is recovering the databaze from 4 donor instance.
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Schooner has created a mission-critical SQL database, 100% compatible with the widely-used
MySQL and InnoDB, that provides 5 9s availability, great performance, and the lowest total cost
of ownership of any SQL solution. SchoonerSQL is broadly deployed across many industry
segments, with customers realizing valuable business benefits 24/7/365.

R T, i
Taission criii 3,

99.999% High Availability Highest Data Integrity
« Slash unplanned downfime with %:_&" = Mo slave lag
immediate automatic fail-over = Zgro data loss
« Slash planned downtime with = Mo stale data
automated upgrade and migration = No data corruption

« Various replication flexibility

Hassle-Free Operations Highest Scalability

& « Immediate automated failover,
recovery across LAN, MAN, or WAN

= Mo ermor-prone manual processes
for failover, recovery, provisioning

« Tranzparent sharding with
unlimited read and write scaling

« Easy vertical scaling using
processor cores and S50Ds

Great Performance Easiest Management
- = (3et the most out of your « 1-click node addition, removal,
HDDs, S5Ds, or SAN promation
« 4x more throughput vs. MySQL 5.5 « Extensive monitoring capabilities
* Reduce your server footprint + Easy alerts
» High performance WAN support * Integrated hot backup

*‘&:H 100% MySQL Enterprise/Community Compatible

If you’d like to discuss the technologies described in this paper, or speak with one
of our database solution experts to help you see the benefit of SchoonerSQL in
your shop, please call us or send email.
info@schoonerinfotech.com
www.schoonerinfotech.com

Tel: +1 408-773-7500
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