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Managing environments with nhumerous database servers is a time-consuming and painstaking process.
Added to that, maintenance is another big concern for many DBAs. There are many database
management tools available to serve specific needs but none are designed to make life really easy for
front-line DBAs and architects. SchoonerSQL was designed for breakthrough ease of use. It has a
complete robust centralized Cluster Admin GUI that makes it radically easier for DBAs to do their jobs.

Simplified management with effective database monitoring has made the SchoonerSQL Cluster Admin GUI
a clear winner. This white paper discusses the top 7 reasons why DBAs love the SchoonerSQL GUI.

Online Database Provisioning with Simplified Replication Management

Using the SchoonerSQL GUI, administrators can

e Create an instance online with a single click and attach it to a current or a new node, and utilize the second
instance for a different application serving different needs.

Create SchoonerSQL Instance: Name and Node X

Node/Server

Instance Name

NodeMama
Name: mysqld3
() xenB8v01.schoonerinfotech.net

- () xenB8vD2 schoonerinfotech net
Decription

Please specify the name of a SchoonerSQL
instance here. The name must be of the form

"mysqlN", where N is a number between 1 and
4,

M

Next »

o Assign write & read virtual IPs to a Master, Read Masters, and Asynchronous Masters/Slaves. This ensures
write and read load balancing.

e Create online synchronous, asynchronous clusters and assign instances for these clusters with a few clicks.

e Provision a permanent Master or block writes to a Master and assign it as the only donor during recovery.

¢ Reap the benefit of automatic failover and reconfiguration of slaves whenever an asynchronous master fails
and a new master is promoted.

SchoonersQL Group Configuration »
€ Add VIP € Remove VIP &) Apply
P Mask Gateway Interface  Writable Master Option

r
10.1.1.102 255.255.0.0 10.1.1.1 etho read

L = = [] Set master as readable
10.1.1.101 255.255.0.0 10.1.1.1 etho read

[] Set master as donor instance
10.1.1.100 255.255.0.0 NONE etho write

Replication Interface

Interface: etho R

Admin Credentials
Username: admin
Password: —

[] Create this account when attach master
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2. Single Unified View of the Complete Database Environment

The SchoonerSQL GUI manages multiple database nodes within a single window. DBAs can carefully
monitor node behavior, resource allocation, status of database nodes and even fine-tune specific
parameters whenever necessary. The SchoonerSQL GUI presents all of the useful database and system
details that let DBAs know what's going on and tune their servers in real time. These details include:

e Number of open connections

e Number of database locks and scans per second
e Database query cache size

e Pending transactions at the slave

e CPU, Disk, RAM usage

e IO read and write kb/s

e System uptime

SCHOONER / Welcome back: admin

etz kAT 123 Setiings € Avout Grsign Out
SchoonerSQL 2| | = overview
o 2% Schooner Grid

= (&) xenBEv01.schoonerinfotech.net ) Add Node | | &) Add Group| | ) Add Instance * ) Nodes View Graups View
# mysqid1
# mysqld3 SchoonerSQL Instances

= (@) xenB6v02 schoonerinfotech.nat
# mysqld1

13

Instance = Group Host State Status ~ Role CPU DISK RAM Conn  Lock Qcac... Scans  SlaveQ Com...

I Host: xen66v01.schoonerinfotech.net (2 Instances)

mysgld1 Clustert xenB8v01.scho... MYSQL_READY up Master 0.00% 000% 1.00% &9 0 0 325K 0 0.00
mysqld3 Independent xenGdv01.scho... MYSQL_READY up NIA 0.00% 000% 100% 36 0 0 661 o 0.00
I Host: xen66v02.schoonerinfotech.net (1 Instance)

mysqld1 Cluster xenGgv02.scho... MYSQL_READY up Slave 0.00% 000% 100% 67 0 0 38K 0D 0.00

" Last Updated: 17:51:35 Deci08/2011

Nodes &
Node Status  Instances CPU Usage RamUsage  DiskUsage 10 Read 10 Wiite Netwark(In) Network(Out) = Uptime
xenB8v01.scheoner... up 2 11.00% 11.00% 3.98% 0.00KB/s 230.58KB/s 11.77KB/s 3.46KB/s 8d,0h,39m,54s

o Last Updated: 17:51:35 Dec/0B/2011

¥ Node View =] Group View
@ Tasks ‘,.‘,‘. Alerts
Name Node Instance Group Time Description
= INSTANCE «xenB8v0 1 schoonerinfotech net mysqld3 NIA 16:53:41 12/08/2011 Instance mysqld3 MYSQL_READY at xen86v01.schoonerinfotech.net
& INSTANCE xen6iév01.scheonerinfotech.net mysqld3 NiA 16:53:35 12/08/2011 Instance mysqld3 MYSQL_DOWN at xen86v01 schoonerinfotech.net Reason: Normal shut...

The above parameters are critical information for any database administrator. They can easily be managed
through the SchoonerSQL GUI rather than having to write special scripts or running command line tools
which is time consuming and painful.

3. Online Database Migration

The SchoonerSQL GUI provides an easy way of migrating a live instance from one node to another node in
a replication group. The GUI provides an option of selecting the source node and the target node for
migration.

Restore supports both static and dynamic backups. Depending upon the replication type, the
SchoonerSQL GUI will ensure that the node synchronizes with the master instance automatically. Online
database migration saves DBAs a huge amount of work and time.
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SchoonerSQL Migrate *

& Apply
Instance name: mysqldl
From node: xenbbvD2. schoonerinfotech. net
Target Mode: IP Mac Status
@ xenB6v01.schoonerinfotech.net 10.1.66.51 00:16:3E:20:10:93 up

. Granular Database Monitoring

The SchoonerSQL GUI Dashboard provides fine-grain detail about each specific instance of
SchoonerSQL. For each instance the DBA sees important database metrics in clear graphs. The GUI
offers insights including:

e Intrinsic view of database queries at a specific time - DBAs can now see what type of queries run at a
specific time, whether they're select/write/update, and when they were run.

e Comprehensive InnoDB-related parameters - These include buffer pool page and their health, data and
pending reads/writes, row updates, log writes, and pending fsync and writes. This helps smooth database
operation.

e Current running connections - These can also be checked to ensure smooth running database processes.

e Replication-specific monitoring, system related details and flow control graphs - This data also
provides valuable insights in the state of a database cluster.

Schoaner Dashboard

Schooner Dashboard
MySQL Transaction Per Minute < Connections

System CPU. [Unit: %] 4 SystemRAM [Unit: %]

Com Oparation(1} < ComOparstion(2)

—

System Disk1/0 [Unit: MB/s] < System Network /0 [Unit: KB/s]

o

o LastUpdated: 13:46:32 Dec/08/20H

0 e 22l
o Last Updaied; 22.05.48 Aprio&/zo11
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5. Online Backup with Restore

Regular backing up of databases is a critical operational step for any organization that values its data.
SchoonerSQL offers backup options to do either:

e Online Backup — Users can backup the data and at the same time perform database operations
without any locking. The tool offers flexibility to do scheduled backups (daily, weekly, monthly or
specific periods)

o Full Backup
o Incremental backup — useful when changes are minimal

e MySQL Dump — Users have an option to also perform logical backups.
o Databases
o Tables
o Binary logs
o Schooner logs

The GUI also supports full database restore and capability to automatically synchronize the Read
Master/Slave with its Master.

Full Backup: Task Name, Location, Schedule
Task Mame

Task Mame: Daily_Backup_06_00

@ Local

Please specify your local directory for mysgl backup:

Directory: Jschooner/backup/dbl1

7| Auto-Backup

@ Daihy Weekhy Monthhy Specific

Please specify the time for daily backup here.

Time: S:00

Rotation: <4

« Prewious Finish »

Restore
Restore Name

MName: Daily-051011

Backup Directory

= Local ) Remote
Directory: -
Description
kil 2011-06-10_09:25:36_database
Please specify the local directory

which contains the backup files
Double click bo select the xtrabackup

Select restore/ recowery
= Database 0 Table ) Binary Log

Database

| sbrest

Finish »
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6. Integrated Configuration Management with Email-Based Alerts

DBAs can easily alter configuration parameters through the GUI or upload a pre-defined file into the
SchoonerSQL configuration panel. This eliminates the need for users to go to the command line multiple
times for several configuration changes containing multiple instances.

Email-based alerts for critical MySQL events make the administrator’s life very easy. Users can configure
their email IDs and receive automatic notifications when an instance/group is created or deleted, when an
instance is up/down, when asynchronous failover occurs, or when changes in the VIPs have occurred. The
alert contains the name, date & time, node and group name, and description.

SchoonerSQL Configuration * Setting %
&) Add € Remove | &, Upload & Apply
Name Value Detail Information Alert Setting Alert Binding SMTP Setting Change Password
max_connections 1000 Name: Alert Reciever - - _z Appl}f
table_cache 2000 Type:
read_buffer_size M
P m— o Value: ibdatal:100M:autoextend
myisam_sort_buffer size  &4M Available Alert Types Selected Alert Types
thread_cache_size 84 Decription A Fail Alert Confi tion Alert
datadir ischooner/dataldbl The default name aj\d starting size of the sync rallover Alers onfiguration Alerts
basedit Joptischosnerac_5.4im... ,,S:;fe“s';‘;:i:‘gf;”a‘f::ﬂ::?;“:‘;g:;a’le:;ﬁ; e Virtual P Alerts Instance status Alerts
default-storage-engine innodb store InnoDB-internal metadata, such as Configuration Alerts
log-srror schooner-mysqlerm InnoDB's internally-used tables and the
corefile Instance status Alerts =
slow_guery_log
long_query_time 200000 =
tmpdir ischooner/data/tmpidb1
server-id 1
log-bin binlog
Iog_slave_updates 1
schooner_binlag_trax 1 Display detail alerts Description
binlog_format ROW
innodb._file_per_table Instance READY The instance is ready to accept requests from clients.
innodb_data_home_dir  schooner/idog/dni Inetance DOVWN The instance iz down.
innodb_data_file_path ibdatai:100M:autoextend
Instance RECOVERING The inzstance is recovering the database from A donor instance.

innodb_log_group_hom....  /schooner/txiog/d1

innodb_buffer_pool_size  1G Resat Resat All

7. Centralized Log Management

The SchoonerSQL GUI has a built-in log management tool making it easy for DBAs to analyze and debug
issues. It has two types of logs:

e Database Log
= Error log - Allows users to check any critical errors while an instance is running
= Event log - Displays database status (recovery, ready)

= Snapshot transfer log - Aids in slave recovery

e System Log
= Displays authentication or port related information
= Shows whether SchoonerSQL instance has started

= Other system related information
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& Overview l_ﬂ DashBoard H Backup E, Restore / Logs
System SchoonerSQL
Logs: /schooner/data/dbi/schooner-mysgl.er i

111208 13:28:43 [Note] WSREP: Member 0 (mysgld1@2919432851839) synced with group.
111208 13:28:43 [Note] WSREP: Shifting JOINED -» SYMCED (TO: 0)

111208 13:28:43 [Note] WSREP: Synchronized with group, ready for connections

111208 13:28:43 [Note] WSREP:wsrep_mgmi_thread:Set the instance mode as Slave(Read Cnly)

4 4 Page TofT| # Kl EE‘

&= Overview l_l] DashBoard H Backup E, Restore / Logs
System SchoonerSQL
Logs: | ivarlogisecure hd

Dec & 11:38:50 xeng6v01 sshd[30758]: pam_unix{sshd:auth): authentication failure; logname= uid=0 euid=0 tiy=ssh ruser= rhost=10.5.4.201 user=root
Dec 8 11:38:52 xen66v01 sshd[30759]: Failed password for root from 10.5.4.201 port 53988 ssh2

Dec 8 11:39:25 xen66v01 sshd[30759): Accepted password for root from 10.5.4.201 port 53999 ssh2

Dec 8 11:39:25 xenB6v01 sshd[30753): pam_unix(sshd:session): session opened for user root by (uid=0)

Dec 8 12:50:58 xen66v01 sshd[14335]: pam_unix{sshd:auth): authentication failure; logname= uid=0 euid=0 tty=ssh ruser= rhost=10.5.4.201 user=root
Dec 8 12:51:00 xenBEv01 sshd[14335]: Failed password for root from 10.5.4.201 port 54640 ssh2

Dec 8 13:24:23 xenBE6v01 sshd[21560]: Accepted password for root from 10.5.4.201 port 54864 ssh2

Dec 8 13:24:23 xenBEv01 sshd[21560]: pam_unix(sshd;session ). session opened for user root by (uid=0)

Dec 8 13:25:32 xenBE6v01 su: pam_unix(su:session): session opened for user mysql by (uid=0)

Dec 8 13:27:34 xenBE6v01 su: pam_unix(su-l:session). session opened for user sacadmin by root{uid=0)

Dec 8 13:27:34 xenBEv01 sude: sacadmin: TTY=pts/1 ; PWD=/opt'schooner/ac_5.1/admin/helm/home/sacadmin ; USER=roct ; COMMAMND=/usr/bin/php /optischooner/ac_5.1/admin
/helmiSchoonerCliAdapter.php is_system_user sacadmin

Dec 8 13:27:34 xenBEv01 sudo: sacadmin: TTY=pta/1 ; PWD=/opt'schooner/ac_5.1/admin/helm/home/sacadmin ; USER=roct ; COMMAMND=/usr/bin/php /optischooner/ac_5.1/admin
/helmiSchoeonerCliAdapter.php show_instances

Dec 8 13:27:34 xenB6v01 sudo: sacadmin : TTY=unknown ; PWD=/opt/schoonerfac_5. 1fadmin/helm/home/sacadmin ; USER=root ; COMMAND=/binfecho 1

Dec 8 13:27:34 xenBEv01 sudo: sacadmin: TTY=pta/1 ; PWD=/opt'schooner/ac_5.1/admin/helm/home/sacadmin ; USER=roct ; COMMAMND=/usr/bin/php /optischooner/ac_5.1/admin
/helmiSchoonerCliAdapter.php is_system_user sacadmin

Dec 8 13:44:01 xenbB6v01 sshd[30759]: pam_unix(sshd:session): session closed for user root
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SchoonerSQL™ is a high-availability high-performance SQL database that is 100% compatible with the
widely-used MySQL and its standard InnoDB storage engine. SchoonerSQL is broadly deployed across
industry segments, with customers realizing the business benefits 24/7/365. Let Schooner help your
business too! Below is a simple summary of SchoonerSQL's advantages in mission-critical use.

Ty
hirssio ChiTie 1

99.999% High Availability Highest Data Integrity
+ Slash unplanned downtime with G}:"" = Mo slave lag
immediate automatic fail-over = Zero data loss
+ Slash planned downtime with * Mo stale data
automated upgrade and migration = Mo data corruplicn

« Various replication flexibility

Hassle-Free Operations Highest Scalability

[ * Immediate aulomated failover,
recovery across LAN, MAN, or WAN
= Mo eror-prone manual processes
for failover, recovery, provisioning

* Transparent sharding with
unlimited read and write scaling

+ Easy vertical scaling using
processor cores and 330s

Great Performance Easiest Management
- + Get the most out of your + 1-click node addition, remaval,
HDDs, S50, or SAN promaotion
= 4x more throughput vs. MySQL 5.5 + Extensive monitoring capabilities
* Reduce your server fooiprint + Easy aleris
+ High performance WAN support * |ntegrated hot backup

*‘Q;H 100% MySQL Enterprise/Community Compatible

Evaluating the options and trade-offs for your Data Center?
Let Schooner Help!

info@schoonerinfotech.com

www.schoonerinfotech.com
Tel: +1 408-773-7500
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